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Abstract

A datatmsc contains N items, each itcm Monging to OIIC a])cl o[lly c)nc of a finite sc!t of
ckssc!s. ‘1’hc iT.uc class labels for these items arc unkl)own. K cq)ct  ts each provide a set of
N classification labels for tlm N items in the database. In this papm it is shown that given
t,l)c experts’ labels, onc call compute simple bounds 011 the avcra.gc classification accuracy of
tllc cxl)crts relative to t]lc unknowll true labels. No a.%umptiolls  arx! ]Iladc about the labcl]ing
~)at,tcrlls of tl]c cxl]crts or the nature of the data. ‘llc bolmds arc useful in Imactical classification
pmbhns where ahlutc ground truth is unknown and experts must subjcct,ivcly  provide labels
fo] feature data. ‘Jim ]ncthod is a])plicd to the problcn 1 of assessing t llc collective accuracy of
geologists who count vo]canocs in images of Venus.
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1 Introduction and Notation

Consider tl]at a I)crson (an observer) has a datal  msc of A’ items, each dcscribcd  by a feature vector
&_i, 1 < i < N. Each itcm belongs to cmc of 7n classes, tn z 2: the classes arc mutually cxclusivc

and cxllaustivc. It is assulncd tlmt  for each itcm 31 then c exists a t ruc label q (a rcfcrcncc  label)
wllicll is u]lknown. For example, if the T.z were pixel mcasurcmc~lts  of aII o~~jc!ct of ~lnk~low~l  class ill

a remotely-sensed image, the! true class label could in principle bc obtai]lcd  by visiting tllc ground
site mld a.sccrtail]illg  the CIWSS  of t,llc ol)jcct in all unaml)iguous ma]l]]cr (so called “ground truth”) ,

‘J’lIc olxmwcr  is assulnc( 1 to have no information wh~ltsocvcr about, tllc true class labels of tllc
ihns. IJct  K cx])crts (K > 1 ) each ])rovidc a set or A labels for tllc N items, i.e., cacll expert
exallli]lcs  caclI itc]ll ~~ ill turn al~d provides a subjective estimate of tllc true class label for that

1



“ .
‘

.

itsnn. IJcfi]lc  ti as  tlLc Inea7L  cl fLssijic(Ltion  wror 7YIic, {Lt)OCLfId [Lc7wss  t,}Lc K
Lnlc lakls,  i.e., over all the cxpcrls, a certain fraction of items have lmc]l
tllc trutl).  By definition

+ 1{ N

(!zpcrts, rdativc h t]LC

mislabellcd  relative to

(1)

wl)crc, for tl)c  labc] of labcllcr  k 0]1 the ith ilmnj cz~ == 1 if it is ill crlor and Ci~ = O if it is correct.

'J1llcfactt l)atCis clcfillccl~st  llc?7tc a7~c~rr orrtitcc)fl< lal)c:llcrs rall]cr  tllt~l~tllc crrorratcofat~y

O]lC ]a}wller is a key ])oi]lt a]ld c]]ablcs  calculatio]l  of the bounds. M’it]loui, knowillg groul]d trut,ll
o]lc call not Inake any statements about the crrols of an individual lal)cllcr.  l{efcrenccs  to “errors”
will I)c wssulncd to meal] “errors relative to grou]ld truth” tllrougllollt  tllc ]Ja])cr.

2 Motivation and Background for this Problem

Assessing tllc collective classification accuracy of a grou]) of experts 011 a datahsc is an important
issue ill cc!rtai]l I)ractical  classification problems. For cxalll~~lc, scicnltists subjectively label ])ixcls or

regions in a remote-scnsin$ image into a set of k]lowl~ ground-cover classm,  or medical specialists
cl.wsif$y  medical records into particular diagnostic cl Casscs. In such cases obtaining the true class
labels for tllc data is frtiqucntly cit]lcr  physically iln])ossibl(: or ]mohibitivcly expensive. For exalnplc,
in remote-sensing it may bc impractical to visit the rc]notc  sites to ascwrtain ground truth. In
I]lcdical diagl~osis it Inay bc too cx])cnsivc  to pcrforln  tll(: ncccssa[  .y tests or surgery to dctcrminc

wit 11 absolute ccrt ai]lty what disease the patient actually 11: d. in classification-oriented applications,
as ol)li]lc data bccomc  lnorc readily available, trllc propo] tion of the data for which the true class
labels arc known is likely to colltil]uc  to clccrcasc.  ‘J’llus, being aldc to illfcr statcmc]lts about the

accuracy of human experts is quite valuable in these types of proMc]ns. 111 Section 4 we dcscribc  a
~)articular  application of the mcthocl to counting volcanoes in radar ill Iagcs of Venus. l’hc volcano

coulltil]g  ])roblcm originally motivated this work: it is a pn)blcm  of cc)]widcrablc geologic importance

involving mult,iplc expert ol)inions.

3 A Lower Bound on E

I“roln l’kiuation (1), the average error rate can bc writltc] 1 as

‘=j/Ng’i
a: ]

(2)

where  Cl == )_~~~-  ~ c~~, is tllc total llun~lm of crro!s made on itcnl  i, 0< ci S l<.

Consider tllc ith itcm. lmt nij bc the numlmr of tilncs  that lalx~l j was  ])rovidcd by tllc K
Ialx:llcrs  for itc]n i, O < 71~~ < K.

1A j’ indiclatc  tfhc correct label for the ite]n. ‘J’llus 1( – TLij. is tll(: n u m b e r  o f  e r r o r s  Inacle  011 )

tllc itll itmn. Sillcc  j’ is  u]lk]]ow]l,  o~lc has

Cl ~ llli Il{lf ‘ ?li~ }, l<j<A4.’ (~)
1
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‘1’llUS,

(4)

‘1’llis lmulld is a ful)ct,ioll of t,l]c number of clisagrcxmcnts  made lry tlic labcllcm.  If there  arc no
disagrccln(!llts, tllc l)ouud k O. IU the worst-cam scenario the hild]cw agrt!c on all itclns  but arc
incorrect ill cac]l ca.sc, yicldi)l~ a lower bound of O whi]c tllc true cr]or ratjc is 1. ]n general, however,
tllc bou]ld will bc noll-mro  for practical problems, thus ]moviding all ili{licatjioll of tllc overall c] ror
rate of a set of cxl)crts. Note that at least onc of tllc K labcllcls lllust lmvc an error-rate g-ccLter

f1L(271 07’ CQ?L(/d to t]l(! 1OW(!I’ l) OUlld : thus, for cxam]dc,  cw!n if tile Ialx!llms arc noted ex]]crts,  the
l)ou]ld will illl])ly t,llat, at l(![LS(,  onc of thcm has an error rate gr(mtcr than some value, relative to
ground truth. If this  value is large (say greater than 10%1) it, may indicate t,hc need to rc-evaluate

tllc! quality of tll(! fcatur~! data Zi, or tlhc quality of the ~!xpcrt labcllin[~ I)roccss,  or both.

l;quation (4) is tllc lowest bound onc can obtain 01] the mca]l c1 I or rate without additional
information) almut  tllc })roblmn bcillg  available. For cxalllplc,  if K : ~ 2 and one of tllc labc:llcrs is
always correct, tllcll  tllc bound is exactly the mean error rate.

3.1 I]inary Classification

Witfll binary  classification, m = 2, wc can index tllc lal )c]ling ]mttcrlls  by the nunlbcr  of labels
belonging  to O1lC of tllc classes (  ‘Ldctcctions” ), O < d < K. l,ct T/d I)c tllc llumbcr of labclling
])attcrlls  wllicll llavc d detections (~~~o  71~ = N if all items arc lalx:ll(d).  For example, nl is the

nunlbcr  of itclns cacll of which were labcllcd  as a clctccl ion by ol)ly O]IC of tllc K labcllcrs.  For
binal y ]abcls,  tllc l)ou]lc1  rcduccs  to:

1 K

c>— L(- nd K – Ill~{71ij  }
KN- ~=o )

— 15.—— --
KA’

?ld mhl{l< ‘ d, d} ‘= ~lN- ‘~] ?Ld IlliIl{]f  ‘-  d, d}

d=O d= 1

3.2 Binary Classification with Two Labdlcrs

With K =: 2,

(5)

(6)

(7)

where n] is tile  llulnbcr  of items labcllcd  by th(! 2 CXIXH ts where t,llcy (Iisagrcc,  i.e., onc gets the
simple result that the mcau error rate is lower boundccl by half t llc fraction of disagrccmcnts.  1 f
two Mwllcrs disagree 011 all itlcms) their  mean error rate must bc 0.5 (whicl) also equals tllc bound
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011(!  call also dclivc  a siln])lc U1)l)CI  bound 011 E:

(8)

(9)

‘J’llis u~)~mr bound is always greater than 0] equal to (1 – +). ‘1’llus, it, is of limited value in

])racticc,  sillcx! it says tlmt  the ]ncan error rate per labcllt:r  is no wo~sc than 1 –- +, whic]l in turn,

for reasonably-sized m, is quite close to 1 (the tl ivial up]mr bound) .

4 Application of the Lower Bound

4. I Catalog Gcncmtion  in Scientific A ]q]licalion.s

Iu a nulnlmr of observational sciences  such as astronomy and planetary gco]ogy, a common step in

tllc scic~it,ific pIoccss  is to convert raw data (SUC1l as images ) illto a catalog of objects of illtcrcst

(Fayyad ct a l .  (ill ]nx!ss)). Such catalogs form a standard data prcduct  which can be used by
otllm scicmtists  as tllc basis for quantitative scientific studies (such as investigations of the spatial
clustering patterns of objects, etc.). llxam~des incluclc counting stars and galaxies in telescope

ill~a~,cs to gcnl(!ratc a sky catalog, counting impact craters 011  the  surfa~~ of the 1110011,  ~ountiw and

chal actcrizillg  sunspots in images of the Sun, and counting  volcanoes ill radar images of Venus.
‘1’ypically tllc cataloging is carried out by known experts in the field.

111 each of these a])plicat,ions, the quality of the final catalog is illcwitably a function of the

subjective nature of the cataloging process. In some applications there may be little variation

bct,wccn the labels lwovicled  by cliffcrent experts for th(! same object: i] 1 other applications the

variance luay bc quite  high, indicating that the data in the catalog should be treated accordingly.
‘1’hc variation in cx]xx-t opinion may be due to visual aml )iguity introd UCCCI by the resolution limits
of the data, pcrllaps  the pixel-resolution of an imaging instrument. ‘1’hc lower bounds on error

rate dcscribcd  earlier provide a simp]c mcthocl to ascertain a lower bou]ld on the accuracy of the
subjective cataloging process: an application to volcano counting is dmcribcd  Lmlow.

4.2 ]Iounciing t,hc Mean Accuracy of Volcano Counting

‘J’llc Mag(!llal~ slmcecraft  orbitccl  Venus froln 1990 to 1994 aucl tralmllittcd back to Earth a high
resolution sylltllctic a~mrt,urc image lnap of tl]c planet, approximately 30,000 IMybtc images in
total. ‘1 lllc stud y of volca)lic  features on t,hc surface of Vcmus is a kcy issue in planetary geology
duc to tllc ]nedolnillancc  of  volcanism on the planet  (Sauudcrs  et al. (1 992)). Gcncxating  a

(:O1l~]Jr(:llellsivc  volcano  catalog from tllc  Magcllan data is a lnwrcquisitc fol Inore advanced studies
SUC1) ax cluster alialysis  of the volcalko locations.  of il[tercst  iu tl]c! colltcxt of this ])a]mr is the
accul ac,y of tile  volcano lalx!ls  ])rovidcd by })lan(!ial  y g(!t jlogists.
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1]1 }Jrcvious work a ]mtt,ern recognition system fo] auto] natically  counting volcauocs  in the

Magc!llan ilnagcs  of V(!]lus has bee]) dcvclolmd: the ]Jatt,er] I rccog] Lition system  is dcsc] ibcd ill clct ail
elsewhere (Ilur]  ct al. (1994a)) and is not of direct intcl cst hmc. As  ])att of tllc dmwlopnmnt of
tfllc patt,crll recognition system, several ldallctary  geologists, considmx!d cx]xxts in Venus volcanisln,

provided labels for sets of Venus images as trainin~  and test data. Sigllificant  variability bctwccn  the

geologist’s ]abcllings  was noticed, thus motivating work o] 1 the problcn] of quantifying classification
accuracy of both hulnalls and algorithms in the absc]lcc  of ground trlltll. ‘J’llc variability in tllc
lalmllillg al)lmars to Lx: ])rimarily duc to the relatively low signal-to-lmise  ratio (relative to small

volcano structure) in the SAR images (P’ayyad ct al. (in ]mcss)).

Each  geologist cxalnined  sets of images indcpcndelltly  and used lnc)use-clicks within a graphical
usc:r-intcrfacw to indicate their estimate of wllcre the! volcanoes were locatc!d within a givcnl image.
‘1’l~e first labcllillg  {!xpc!rimcnt collsistccl  of 4 ilnages an(l 4 experts (geologists A, 11, C, and 1)).
IWwecll  the 4 geologists, 269 estimated volcano locations were found in total in the 4 images.

Collsidcr  this to bc tllc datalmsc  of N = 269 ilcms  with binary lalxls: volcano or non-volcano.

onc can think of each “itcm” as a local pixel window or region of ilAercst.  ‘1’hc lower bound on
Incan error rate (using Equation (4)) was found to be 19.370, i.e., t] IC average error rate among

~(!ologists A, B, C, and D, labclling  volcanoes 011 tllcsc ])arti~ular 4 ~4ag~!llan  inlag~s, is at least

19.3% relative to ground truth’ .

‘1’hc second labelling  cx])crimcnt  consisted of 2 gcolo{;ists  (A and D fro)n the first cxpcrimcnt)
w h o  e a c h  illdiviclua]ly labcllcd  38 images  (diffcrmlt  fro)n the first 4). 111 this case 512 possibl(!

volcano ]ocations  were found in tc)tal. Again, cc)llsidc!ring this to k! a databa.w! of N = 512 items
with binary labels  results in a lower bound on the mean m-or  rate of A and 11 of 24 .l’XO. If only the
labc]lillgs  of gc!ologists A and 13 arc! considered oIl the 4 images in the first cxlwrimcnt,  they made

at least 22.2’%0 errors on average (for these 2 geologists 011 these 4 imap,cs).

Across different subsets of images, with different sets of geologists, the results for the volcano
problcnl  have consistent] y shown a lower-bound on the I ncan error rate of about 20Y0.  Thus, one

can state that typically at least  0] Ie of the expert geologists is ill error at least 20% of the time in
terms of volcano labclling,  over a range of different Magcllan  images, relative to the ground truth.
‘1’hc true mean error rate for the geologists could in fact be much hi[~,her than 20%: the fact that
it is at least  this high indicates that interpretation of volcano catalogs obtained from the Magcllan

datasct (even those provided by the experts in tlw field) requires sonw cam. In terms of developing

a l)attcrn recognition systcm,  the result SIIOWS  that both the traini]lg  and test data sets contain a
sigl~ificant dcgrcc  of noise in the labels and this must b(! taken into account both in training and
cvaluatillg  ally such systcm  (Burl  ct al. (1994b), Smyth  et al. (in press)).

5 Comments on Related Work

I ‘rcvious  work on lnodcllillg  noise in class labels has largely rcliccl on paralllctrie  models of the noisy
Ialmllil]g proecss. For cxan Iplc, 7-dz7L9 models  assume tll at a set of labcllcrs  provides a cliscrctc  set
of rat, illgs of the likelihood that all it,c!nl bc]ongs to a (lZLSS, and fronl tllc latillgs o f  lnu]ti])lc la-

bcllcrs  a]] ovcr:Lll colnbil]atioll  model and posterior cstinlates  fol individual itclns  arc foul~d (F’rcncll
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(1 985),  Agrcsti  (] 992),  lJCbCISaX (] 993)). A key issu(! is the nature  of t]lc assulnl]tiolw about  the

ill(lc])c:ll(ic:l)c(! of tile different  lalxllcrs,

II) allotll(!r  distinct a])lwoacll, tllc error patt,[!rns in class lalwllillg arc assumccl to obey a par-

ticular ]nodcl and tile implications arc ana]yscd (Aitchison  and Ilcgg (1 976), ‘1’ittcrington  (1989),
],ugosi (] 992)). ]“or example, as the noise in the labc!llix]g ]Jrocess i]m e:Lw!s tJle effect on the esti-
lnatlioll  ]wrforlnaum  of ccrt,ain ])aramctric  classification Jnctllods  has Ixwll investigated (Krislman
aud Nandy (1 990)).

I\otll of tll(!se gm]cral approacllm  bear some rclatioll  to the l)rol)lclII discussed in this paper
aud iudccd tllc! ratings aplxoach  has been used with sucxwss oll ttllc w)lcarlo data (Sluyth  et al., in
lnwss). I lowcver, the results ili this paper arc distinct fr oln this I)J iO1’ work ill the sense that tllc

bounds derived here make no assumptions whatsocvcx  al)out, the IIaluw  of the labclling  cxrors, the
illdcpc]ldcncc  relationships between the K labcllcrs,  or the undcrlyiug distribution of the data.

6 conclusion

Siln]dc bounds were derived for the mcau ckissification  error rate of K labcllers  in the absence of
ground trut]l. ‘1’hc lower bouud was applied to data fron ) a rcxnotc-scl wing image analysis problem
and the results confirmed that tllc subjective error rate for the ]m)blelll is quite high. ‘1’hc method

has a]qdications  to cla.ssificatioll  problems where data must bc labclled in a subjective manner by
experts and th[!m is 110 grouncl truth available to calibrate thcil  ]xn formaucc.

Acknowledgements

‘1’hr author gratefully acknowlcclgcs useful discussions on this to])ic with Michael Burl, Usama
1~’ayyad, Piet ro I’crona,  Jayne Aubclc,  aud Larry Crum~ dcr. ‘1’lle research described  in this paper

has been camicd  out by the Jet Propulsion Laboratory, California Institute of ‘1’ethnology, under
contract wit]) the National Aeronautics and Space Administratio]l.

References

Agrcsti,  A .  ( 1 9 9 2 ) .  Modclling  pat terns  o f  agrcmncnt  iincl disagrcclmmt.  Statistical Methods in
Medical ItcsmTclL,  vol.], p~).201-218.

Aitcllisoll,  J. aud C. Il. Bcgg  (1976). Statistical diagnosis when basic ca.scs arc xlot classified with
certainty. Ilio7nct7ika, 63 (1), l)p.1 -12.,.

13url, M. C., U. M. Fayyad, P. Pcrona,  P. Smyth,  and h~. 1’. 13url (1994a). Autolnati]ig  the hunt
for volcanoes on Venus. 11) I’rocccdin.ys  oj the 1994 L’omputcr  Vision and I’atkra  Recognition

Co71jcrc11cc, CVI’1{-9J,  l,OS Alamitos,  CA: 113EF; Computer Society 1 ‘rcss, Iq).302-  309.

Burl, M. C., U. hfl. l~ayyad, 1’. ]’crona,  and 1 ‘ .  Snlytll  (1994 b). Autoll]atcd  aualysis  of radar

illla~ery of Vmlus: ll[Llld]i  Ilg lack of grou]ld trut]l.  In Z)rocecdings oj Lll c I1;J;B (~071jc7cncc  OTL Image

6



\-., ,
“.

P

l)roccssing,  l’iscataway,  NJ: 11’;1’;1;  I’rcss,  vol.]]], ])]).236 240.

l“ayyad,  U. M., 1’. Smytll,  h4. C. IIuI1, and 1’. l’cmlla (in ])rcss).  l,carl]illg to catalog science ilna.gcs,

111 Early Visual Imaming,  S. Naya~  aIld ‘J’. Poggio  (cds.), Ncw York, NTY: oxford  University l’rcss.

l“rcllcll, S. (1 985).  Grou]) consensus ~)robability distributi{ms:  a critical survey. 111 Ilaycsian Statis-

tics 2, J. M. Bcrnardo,  M. H. DcGroot, D. V. Lilldlcy, A. F’. M. Snlith  (cds. ), Amsterdam, Nortll-
Ilollalld:  Flscvier Scic:~lcc l’ublisllcrs,  lq).1 83-20’2.

Krisll]lan,  ‘l’. and S. C. Nandy (1990). F;fiicicncy of discriminant  analysis  when initial samples arc

classified stochastically.  Patkm Recognition, VO1.23, no.5,  pp.529 537.

l,ugosi,  G (1992). Learning witl~ an unrcli:iblc  teacher. Puttcm Rccognitio71, vol. 25, uo.1, p]).79 87.

Saund(!rs, R. S., et al. (1992). Magc]lan mission summary. JOU77LU1 OJ (;cophysical Rcsmrch,  vol .97,

I1o.E8, pp.] 3067-13090.

Smyth,  1’., h~. C. IIurl,  lJ. M. Fayyad, and 1’. I’erona  (in ])rcss).  Knowledge discovery in large image

databases: dealing with uncertainties in ground truth. 1 n Adva.7wcs i?L ]<nowk!dj’c  Discovc7y and
l)ata  Mz7ting, U. M. Fayyad,  G. I’iatctsky-Shapiro, 1’. Slnyth,  1{. Uthurasamy  (cds.), AAAI/MIrll

I’rcss.

Smyth,  P. (1995). l,carning  with probabilistic su~)crvisioll. In ~onqmtational I,carning Y’hcory and

Natural  Learning Systems 3, ‘l’. Pctschc, S. Ilanson,  and J. Shavlik,  Cal~du-idgc, MA: MI’1’ Press,
pp.163-  182.

‘J’ittcringt,ol], D. M. (1989). An alternative stochastic su}]crvisor  in discriminant  analysis. Pat tern

Recognition, vol.22, no.1, ])p.91-  95.

Ucbcrsax,  J. S. (1 993).  Statistical modeling of cx])crt  ratilkgs on lncdical  treatment appropriateness.
J. A7ncr. Statist. Assoc., VO1.88, 11o.422,  pp.421-  427.

‘i’


